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Matehmatical sciences 

1. Introduction 
Distributed computing is a promising and dynamically developing area of parallelism organisation. 

This term is usually used in case of parallel data processing on a set of processing devices remote from 
each other and in which data transmission via communication lines leads to significant time delays. The 
listed conditions are typical, for example, when organising colculations in multi-machine computing 
complexes, computing clusters, multiprocessor systems (MS), local or global networks. Creation of high-
performance multiprocessor systems and computing complexes is characterised by a wide penetration of 
fundamental principles of parallelisation and pipelining of computations into hardware and software. In 
this regard there is a process of revision of mathematical methods and algorithms of solving problems in 
various subject areas up to revision of the whole algorithmic baggage of applied mathematics, new 
requirements to construction and research of mathematical models concerning various aspects of 
parallel and pipeline organisation of computations are put forward. The necessity and urgency of 
research in these directions is also connected with the fact that the principles of structuring, 
parallelisation and pipelining are rather general and inherent in processes of different nature [1-4]. 

The case when there is a single copy of a programme resource (PR) in the shared memory of the 
MS has been studied from different points of view in works [5-14]. The problems of finding the minimum 
total execution time of distributed competing processes using the PR structured into blocks in different 
modes of processes interaction, processors and blocks were solved; a comparative analysis of modes of 
processes interaction, processors and blocks was carried out; criteria of efficiency and optimality of 
software resource structuring were obtained; a number of optimisation problems on calculation of the 
number of processes, processors, etc. were solved. The study of these and other problems relating to the 
optimal organisation of distributed parallel computations becomes especially important in the case when 
a limited number of copies of a program resource can be simultaneously placed in the shared memory of 
MS.  Such generalisation is of principal character because it reflects the main features of multiconveyor 
processing and also allows us to compare the efficiency of conveyor and parallel processing. 

2. Mathematical model of distributed computing 
Constructive elements for building mathematical models that implement distributed computing 

methods are the concepts of process and software resource. We will consider a process as a sequence of 
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sets of commands (procedures, blocks, subroutines) ),,2,1( sI s = . Processes that affect each 

other's behaviour by exchanging information are called cooperative processes. A programme or its part 
repeatedly executed in a multiprocessor system will be called a software resource, and a set of 
corresponding processes will be called competing processes. 

By solving the problem of software resource allocation between processes, as a consequence, the 
problems of efficient use of the main computing resources - processors, RAM, I/O channels, etc. - are 
implicitly solved. From this point of view, a software resource is an integrated means of requesting 
computational resources. On the other hand, effectively solving the problem of software resource 
allocation we solve the problem of reducing the time of realisation of given volumes of calculations. 

The mathematical model of a distributed processing system of competing cooperative processes 
under a limited number of copies of a software resource includes:  

▪ 2p , processors of a multiprocessor system that have access to shared memory; 

▪ 2n , distributed competing processes; 

▪ 2s , blocks of a software resource structured into blocks; 

▪ matrix ][ ijtT = , ni ,1= , sj ,1= , execution times of the software resource blocks by distributed 

cooperating competing processes; 
▪ pc 2 , the number of copies of the software resource structured into blocks that can be 

simultaneously located in the RAM available for all processors; 
▪ 0  – is a parameter characterising the time of additional system costs associated with the 

organisation of the conveyor mode of using blocks of a structured software resource by a set of 
interacting competing processes during distributed processing.  

We will also assume that the number of blocks of the programme resource ]/[ cpps c = , where 

][x  – where is the integer part of the number, where is the integer part of the number, and the number 

of processes n  is a multiple of the number of copies c  of the structured software resource, i.e. mcn = , 

2m , and that the interaction of processes, processors and blocks of the software resource is subject 

to the following conditions: 
1) no processor can process more than one block at a time; 
2) processes are executed in parallel-conveyor mode in groups, i.e. simultaneous (parallel) 

execution c  of copies of each block in combination with pipelining of a group c  of copies of the jQ –th 

block by processes and processors, where sj ,1= ; 

3) processing of each block of the software resource is carried out without interruptions; 

4) distribution of blocks jQ , sj ,1= , of the programme resource to processors for each of the 

processes qlci +−= )1( , ml ,1= , cq ,1= ,  where cnm /= ,  is performed cyclically according to the 

rule: the block with number j   is distributed to the processor with number qjc +− )1( . 

Let's introduce the following modes of conveyor realisation of interaction of processes, processors 
and blocks taking into account the presence of software resource copies. 

The asynchronous mode of interaction between processes, processors and blocks of a structured 

software resource implies that the beginning of execution of a copy of the next block jQ , sj ,1= , is 

determined by the presence c  of processors and the readiness of the block copy for execution, while a 

software block is considered ready for execution if it is not executed on any of the processors 
Fig. 1 is a linear Gantt chart illustrating the asynchronous mode of execution 4=n  of distributed 

competing processes using 2=c  copies of a software resource structured into 3=s  blocks in a 

multiprocessor system with 7=p  processors and a given matrix of block execution times taking into 

account additional system costs 3434 ][][  +== 
ijij ttT . 

Under these assumptions, we consider solving the problems of obtaining mathematical relations 
for calculating the minimum total realisation time of a set of distributed competing processes under a 
limited number of copies of a software resource for the asynchronous mode. 
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Fig. 1 Asynchronous mode of interaction between processes, processors  
and blocks of a software resource 

 
3. Execution time of heterogeneous processes in conditions of unlimited parallelism 
Let us consider the asynchronous mode of interaction between processes, processors and blocks of 

a structured software resource (Fig. 1). 
D e f i n i t i o n  1 . A system n  of distributed competing processes is called heterogeneous if the 

execution times of software resource blocks sQQQ ...,,, 21  depend on the volumes of processed data 

and/or their structure, i.e. different for different processes. 
Let us denote the minimum total execution time n  of heterogeneous distributed competing 

processes using с  copies of a software resource structured into s  blocks with a matrix of execution times 
T  in a multiprocessor system with p  processors taking into account additional system costs   in 

asynchronous mode by ),,,,( сsnpT h

as . For the computation ),,,,( сsnpT h

as , consider the cases of 

unbounded, i.e. cps  ,  and bounded, when cps  , parallelism. 

Let there be a system mcn =  of heterogeneous distributed competing processes, where 2m , 

and pc 2 , and the number of blocks s  of the structured software resource does not exceed the 

number of groups of processors in each, i.e. cps 2 . In this case, without restriction of generality, we 

can assume that each jQ -th block, sj ,1= , of the i -th process, where qlci +−= )1( ,  ml ,1= ,  cq ,1=

, will be executed on the ))1(( qjc +− -th processor. Then it is enough to use ccp  processors to execute 

all n  processes, and the rest ccpp−  will be unused. 

Let ][ 

ij
tT =  – be the sn –matrix of times of execution of blocks of the structured software 

resource by each of the i  processes taking into account the parameter 0 , where  += ijij tt , ni ,1=

, sj ,1= . To calculate the minimum total time ),,,,( сsnpT h

as  we can use the functional of the Bellman-

Johnson problem, which in our case will have the form: 
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E x a m p l e  1 . Let us consider the interpretation of formula (1) on a numerical example. Let 7=p

, 6=n , 3=s , 2=c , and the execution times of the processes of the blocks of the structured PR with 

regard to the parameter are given   by the matrix  
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Fig. 2 shows a Gantt chart illustrating the functioning of the distributed heterogeneous system 

according to the data of Example 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Asynchronous mode of execution of heterogeneous processes at cps 2  
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Consequently, the minimum total execution time 6=n  of heterogeneous distributed interacting 

competing processes using 2=c  copies of the program resource structured on 3=s   blocks in a 

multiprocessor system with 7=p  processors in asynchronous mode, taking into account the parameter 

  of additional system costs associated with the organization of the conveyor mode of using blocks, will 

be 12),2,3,6,7( =h

asT , which coincides with the time on the Gantt chart (Fig. 4). In this case 6 processors 

will be involved. 
 

In [9,13] we consider an algorithm that allows us to solve the problem of determining the minimum 
total execution time of heterogeneous distributed competing processes in asynchronous mode with a 
limited number of copies of a structured program resource much more efficiently using the apparatus of 
vertex-weighted graphs. According to the given number of blocks of PR s , the number of its copies c  

and the matrix of block execution times ][ ,)1(


jqiсtT +−= , mi ,1= , cq ,1= ,  sj ,1= , a c -layer vertex-

weighted graph is constructed 
1

aсG . Each q  layer (subgraph) of the graph 
1

aсG , cq ,1= , will consist of 

vertices 


jqiсt ,)1( +− , mi ,1= , sj ,1= , which are located in the nodes of the rectangular sm -lattice, with 



1qt  - input vertices and 


sqmct ,)1( +−  - output vertices. The arcs in each layer q  of the graph reflect the linear 

order of execution of program resource blocks jQ , sj ,1= , by processes qlci +−= )1( ,  ml ,1= ,  

cq ,1= , on processors with numbers qjc +− )1( . The following theorem holds. 

 
T h e o r e m  1 .  The minimum total execution time of mcn = , 2m , heterogeneous distributed 

processes using pc 2  copies of structured 2s  block PR in MS with 2p  processors with block 

execution time matrix taking into account additional system costs ][ 
ijt , ni ,1= , sj ,1= , in asynchronous 
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mode in the case when cps  , is determined by the length of the critical path in the c -layer vertex-

weighted graph 
1

aсG  from the initial vertex 


1qt  to the final vertex 


sqmсt ,)1( +− , cq ,1=  (Fig. 3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3   Vertex-weighted graph 
1

aсG  

 

E x a m p l e  2 .  On the data from Example 1, find using ),,,,( сsnpT h

as  the algorithm to find the 

critical path in graph 
1

aсG . 

Given 3== cnm , 3=s , and a matrix 
T , we construct a 2-layer vertex-weighted graph 

1
aсG  

(Fig. 4). 

Each layer contains 33  vertices. The length of the critical path in the graph is 12, which 

coincides with the minimum total time of Example 1. 
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Fig. 4 2-lager vertex-weighted graph 
1

aсG  

 
4. Asynchronous mode of distributed processes execution under conditions of limited parallelism 
Consider the case of limited parallelism, i.e. when the number of blocks of a structured program 

resource s  is greater than the number of groups c  of processors in each, i.e.  cps  , rkps c += , 1k

, cpr 1 . 

As in the case where there is a single copy of the program resource in the MS shared memory, we 

will split the entire s  set of blocks into )1( +k  groups, each containing a cp  block(s), except for the last 

one cp , which will contain only r  the PR block(s). Then the matrix of block execution times ][ 
ijtT = , 

ni ,1= , sj ,1= , will be decomposed into a )1( +k  submatrix 


T  of the form (2) of dimension cpn  

each, 1,1 += k . Moreover, the latter matrix 


1+kT  will contain s  at non-multiples cp  only r non-zero 

columns, and the remaining columns rpc −  will be zero [9].  
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For each of the submatrices 


T , 1,1 += k , we construct a linear Gantt chart, which will reflect 

the execution time of the next cp  blocks of the structured software resource on the cсp  processors by 

n  all processes using a limited number of copies of the structured software resource с , and the )1( +k

-th chart will reflect the execution of the last r  blocks on the cr  processors. 

 
E x a m p l e  2 . Construct linear Gantt charts for MS with parameters: 7=p , 4=n , 8=s , 2=c
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Figure 5 shows the unaligned Gantt charts. 
The total execution time 4=n  of the processes using 2=c  copies of the PR will in this case be 

defined as the sum of the lengths of the critical paths in each of the consecutive unbiased Gantt charts. 
However, this time can be reduced, if we sequentially combine Gantt diagrams, starting from the second 
diagram, along the time axis from right to left by the maximum possible value without violating the 
technological conditions of asynchronous mode. As a result of overlapping we obtain the resulting 
combined Gantt chart (Fig. 6). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Unbiased Gantt charts under limited parallelism 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Combined Gantt charts 
 

The obtained structure of the resulting combined Gantt chart will be defined by a matrix T  of the 

form (3), which consists of submatrices 


121 ...,,, +kTTT . The matrix T  takes into account both 

horizontal and vertical links between blocks, as well as linkages between blocks from different Gantt 

charts. Note also that the resulting matrix T  will have dimension cpknk )1()1( ++ ,  pcsk /= , will 

be block, upper diagonal, symmetrical about the main diagonal of Hankel type.  
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By the matrix T  we construct a c -layer vertex-weighted graph 
2

aсG  similar to the graph 
1

aсG . The 

vertices of each subgraph q  of the 
2

aсG  graph  will be assigned weights 


jqict ,)1( +− , cq ,1= , 

mki )1(,1 += , cpkj )1(,1 += ,  pcsk /= . The vertices 


1qt  will be the input vertices, and 



cpkqmkct )1(,)1)1(( ++−+  will be the output  vertices, cq ,1= . The following theorem holds. 

T h e o r e m  2 .  Minimum total execution time of ),,,,( сsnpT h

as  heterogeneous n , 2n , 

distributed competing processes using linearly structured on s , 2s , blocks program resource with 

block execution times taking into account additional system costs 0  given  by the matrix ][ 
ijtT = , 

ni ,1= , sj ,1= , in a multiprocessor system with p , 2p , processors and 2с  copies of the 

structured program resource in asynchronous mode in the case of limited parallelism, i.e. when cps  , 

is determined by the length of the critical path from the initial vertex 


1qt  to the final vertex 



cpkqmkct )1(,)1)1(( ++−+ , cq ,1= , of the graph 
2

aсG . 

 
E x a m p l e  3 .  Using the algorithm for finding the critical path in a с -layer vertex-weighted graph 

2

aсG , find the values ),,,,( сsnpT h

as  of the MS parameters of example 2.  
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p
ks , then and 2=k , 2=r . We partition the matrix 

T  into submatrices 
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T , 3,1= , of dimension 34  each. The matrix T  will be of dimension and have the form: 

 















































































































































































































=

000

000

000

000

000

000

000

000

052

013

022

012

000

000

000

000

052

013

022

012

113

311

331

412

052

013

022

012

113

311

331

412

214

331

122

413

T . 

 

We construct a 2-layer vertex-weighted graph 
2

aсG  by the matrix T :  
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Сonsequently, the minimum total execution time of heterogeneous distributed competing 

processes is determined by the length of the critical path , which coincides with the time in fig. 6. 
 

6. Conclusion 
This paper generalises the mathematical model with a single software resource to the case of a 

limited number of software resources, which allows us to establish interrelations between multiconveyor 
processing and similar processing with a single PR, to obtain analytical estimates of the total execution 
time of competing processes with a sufficient number of processors and limited parallelism for the 
asynchronous mode. The obtained results can be used in the study of synchronous modes of interaction 
of processes, processors and blocks of a structured software resource, in the comparative analysis of 
different modes of distributed computations, in the mathematical study of efficiency and optimality of 
multiconveyor organisation of computations in solving the problems of building the optimal layout of 
blocks of a software resource and finding the optimal number of processors providing the directive time 
of execution of given amounts of computations, etc. The results can be used in the study of synchronous 
modes of interaction of processes, processors and blocks of a structured software resource.  
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