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Mathematical sciences 

1. Introduction 
Increasing the performance of computing systems has always been and remains a pressing 

problem. But no computing system can compare in power to the total resources that are concentrated 
in local and global computer networks. The rapid development of information, communication and 
network technologies has led to the intensive use of geographically distributed computing resources, and 
the creation on their basis of dynamically scalable high-performance distributed computing systems 
(DCS). 

There is no canonical definition in the literature of what a “distributed computing system” is. For 
example, Professor Andrew Stuart Tanenbaum defines a distributed system as “a collection of 
independent computers that appear to their users as a single unified system” [1]. The book [2] says that 
“by a distributed system we mean any computing system in which several computers or processors, one 
way or another, interact”. We can also consider that a distributed system is a system whose components 
are located on different networked computers that exchange data and coordinate their actions by 
passing messages to each other [3]. A distributed system model can also be a set of software tools, which 
is a set of interconnected processes running on the same computing device [4]. 

From the above definitions, important specific features of RCS follow: the absence of shared 
memory and the need to exchange messages between software components for their interaction and 
synchronization; lack of a single time that characterizes the territorial distribution of system 
components; geographical remoteness of system components, which is a distinctive feature of 
distribution; autonomy and heterogeneity of system nodes allows the system to easily scale; the presence 
of parallel processes, often sharing system resources; the presence of a connecting or intermediate 
software layer (middleware) that combines computing resources into a single integrated system. 

Today, there are various types of distributed computing systems - these are computing clusters, 
symmetric multiprocessors (SMP), distributed shared memory (DSM) systems, massively parallel systems 
(MPP) and multicomputers [5,6]. 

When creating a DCS, the tasks of constructing and studying mathematical models for organizing 
the interaction of processes competing for a software resource become especially relevant. In this regard, 
problems of distributed computing related to obtaining mathematical relationships, which can be both 
direct and inverse, are of interest. When setting direct problems, the conditions are the values of the 
parameters of the distributed computing system, and the solution is the minimum total time for 
implementing the given volumes of calculations. The formulation of inverse problems comes down to 
calculating the characteristics of distributed systems, searching for criteria for the efficiency and 
optimality of organizing the execution of many distributed competing interacting processes. In addition, 
the principles of distributed organization of processes are not only one of the universal ways to achieve 
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high performance and reliability of computing tools, but also have a fairly general nature and are 
inherent in processes of various natures, primarily they are characteristic of control systems, operating 
systems, computer-aided design systems, distributed energy systems, etc. [7,8]. When constructing and 
studying mathematical models and problems of optimal organization of distributed processes, the 
apparatus of graph theory, linear Gantt charts, scheduling theory, combinatorial optimization, matrix 
algebra, etc. are widely used. [9-11]. 

The case when there is one copy of a software resource (PR) in the shared memory of a RCS was 
studied from various points of view in [12-17]. But, unfortunately, there are no works on mathematical 
modeling of the functioning of distributed systems in which there is not one, but several copies of a 
software resource in shared memory. Therefore, the study of problems related to the optimal 
organization of distributed parallel computing becomes particularly relevant in the case when a limited 
number of copies of a software resource can be simultaneously placed in the shared memory of a DCS. 
This generalization is of a fundamental nature in view of the fact that it reflects the main features of 
multi-pipeline processing, and also allows us to compare the effectiveness of pipeline and parallel 
processing. 

In the article, taking into account the limited number of copies of a structured software resource, 
a comparative analysis of mathematical relationships is carried out to calculate the total execution time 
of a set of homogeneous distributed competing processes in asynchronous and two synchronous modes 
in the case of unlimited and limited parallelism by the number of processors of a multiprocessor system. 

 
2. Mathematical model of distributed computing 
Constructive elements for building mathematical models that implement distributed computing 

methods are the concepts of process and software resource. We will consider a process as a sequence of 

sets of commands (procedures, blocks, subroutines) ),,2,1( sI s = . Processes that affect each 

other's behaviour by exchanging information are called cooperative processes. A programme or its part 
repeatedly executed in a multiprocessor system will be called a software resource, and a set of 
corresponding processes will be called competing processes. 

By solving the problem of software resource allocation between processes, as a consequence, the 
problems of efficient use of the main computing resources - processors, RAM, I/O channels, etc. - are 
implicitly solved. From this point of view, a software resource is an integrated means of requesting 
computational resources. On the other hand, effectively solving the problem of software resource 
allocation we solve the problem of reducing the time of realisation of given volumes of calculations. 

The mathematical model of a distributed processing system of competing cooperative processes 
under a limited number of copies of a software resource includes:  

▪ 2p , processors of a multiprocessor system that have access to shared memory; 

▪ 2n , distributed competing processes; 

▪ 2s , blocks of a software resource structured into blocks; 

▪ matrix ][ ijtT = , ni ,1= , sj ,1= , execution times of the software resource blocks by distributed 

cooperating competing processes; 

▪ pc 2 , the number of copies of the software resource structured into blocks that can be 

simultaneously located in the RAM available for all processors; 

▪ 0  – is a parameter characterising the time of additional system costs associated with the 

organisation of the conveyor mode of using blocks of a structured software resource by a set of 
interacting competing processes during distributed processing. 

We will also assume that the number of processes is a multiple of the number of copies of the 

structured software resource, i. e. mcn = , where 2= cnm , and that the interaction of processes, 

processors and software resource blocks is subject to the following conditions: 
1) no processor can process more than one block at a time; 
2) processes are executed in parallel-conveyor mode in groups, i.e. simultaneous (parallel) 

execution c  of copies of each block in combination with pipelining of a group c  of copies of the jQ –th 

block by processes and processors, where sj ,1= ; 

3) processing of each block of the software resource is carried out without interruptions; 
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4) in the case when the number of software resource blocks 









c

p
s , where  x  is the integer 

part of the number, for each i -th process, where qlci +−= )1( , ml ,1= , cq ,1= , the distribution of 

software resource blocks among processors is carried out according to the rule: the block with number 

j  is distributed to the processor with number qjc +− )1( . 

Let us introduce the following basic modes of pipeline implementation of the interaction of 
processes, processors and blocks, taking into account the presence c  of copies of a structured software 

resource. 
The asynchronous mode of interaction between processes, processors and blocks of a structured 

software resource implies that the beginning of execution of a copy of the next block jQ , sj ,1= , is 

determined by the presence c  of processors and the readiness of the block copy for execution, while a 

software block is considered ready for execution if it is not executed on any of the processors 

Fig. 1 is a linear Gantt chart illustrating the asynchronous mode of execution 4=n  of distributed 

competing processes using 2=c  copies of a software resource structured into 3=s  blocks in a 

multiprocessor system with 7=p  processors and a given matrix of block execution times taking into 

account additional system costs 3434 ][][  +== 

ijij ttT . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1   Asynchronous mode of interaction between processes, processors  
and blocks of a software resource 

 
The first synchronous mode ensures a linear order of execution of blocks of a software resource 

within each of the processes without delays, i.e. in the case when 









c

p
s2 , the moment of 

completion of the execution of the jQ -th block, 1,1 −= sj , by the process with number qcli +−= )1( , 

ml ,1= , cq ,1= , on the ))1(( qcj +− -th processor, coincides with the moment of the start of execution 

of the next 1+jQ -th block on the processor with number )( qjс+  (Fig. 2). 

In the second synchronous mode, in the case when 









c

p
s2 , the moment of completion of 

execution by the i -th process, where qcli +−= )1( , 1,1 −= ml , cq ,1= , of the j -th block, sj ,1= , on 

the ))1(( qcj +− -th processor coincides with the moment of the start of execution of the j -th block by 

process number )( ci+  on the same processor, i.e. continuous execution of each block by all processes is 

ensured (Fig. 3). 
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Fig. 2   First synchronous interaction mode processes, processors and blocks 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3   Second synchronous interaction mode  
processes, processors and blocks 

 
D e f i n i t i o n  1 . A system n  of distributed competing processes is called heterogeneous if the 

execution times of software resource blocks sQQQ ...,,, 21  depend on the volumes of processed data 

and/or their structure, i. e. different for different processes. 
 
D e f i n i t i o n  2 . We will call a system of distributed competing processes homogeneous if the 

execution times of the jQ -th block by each of the i  processes are equal, i. e. 

jij tt = , ni ,1= , sj ,1= . 

 
D e f i n i t i o n  3 . We will call a system of distributed competing processes identically distributed 

if the execution times of all blocks of a software resource by each of the processes coincide and are equal 

it , i. e. 


iisii tttt ==== ...21 , the chain of equalities is valid for all ni ,1= . 

 
3. Анализ режимов выполнения однородных распределенных конкурирующих процессов 
The works [18-20] studied in detail the basic asynchronous and two synchronous modes of 

interaction of distributed processes in conditions of competition for a limited number of copies of a 
software resource. Within the framework of the outlined modes, various mathematical relationships 
have been obtained to calculate the total execution time of a set of heterogeneous, homogeneous and 
identically distributed processes, taking into account the presence of a limited number of copies of a 
software resource. The problems of comparative analysis of the obtained relationships are of certain 
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theoretical and practical interest. Let us carry out such an analysis for a class of homogeneous systems, 

taking into account the parameter 0  characterizing the time of additional system costs associated 

with the organization of a conveyor mode for the use of blocks of a structured software resource by many 
competing processes during distributed processing. 

For a class of homogeneous distributed computing systems in the case of unlimited parallelism in 
the number of processors of a multiprocessor system, to calculate the minimum total execution time  of 
n  processes on p  processors, taking into account additional system costs 0  in asynchronous mode 

(Fig. 1) and the first synchronous mode (Fig. 2), which ensures linear order execution of software resource 
blocks within each process without delay, the following formula is obtained: 

 

 j
sj

s
о
s

о
аs t

c

n
TcsnpTcsnpT










−+==

1
1 max1),,,,(),,,,( , 

 

where 
=

=

s

j

js tT

1


 is the duration of execution of the software resource by each process, and 

 += jj tt , sj ,1= . 

For the second synchronous mode, which ensures continuous execution of each block of a software 
resource by all processes, to calculate the execution time of homogeneous distributed n  processes 

competing for the use of c  copies of a structured software resource, taking into account the parameter 

0 , the following formula applies: 

 














−+








−+= −

=

 }0,{max1),,,,( 1

2

2
 jj

s

j

ss
о
s ttt

c

n
TсsnpT .   (1) 

 

D e f i n i t i o n  1 .  We will call the set of parameters ),...,,,( 21

ss Tttt  of a homogeneous 

distributed system of competing processes characteristic. 
 

Let 














=+=== 

=

},1,,),...,,,(

1

21 sjtttTTttt jj

s

j

jsss  
 be the set of all admissible 

characteristic sets of a system of homogeneous distributed competing processes. Let us select from the 
set a subset of characteristic sets of the form: 

 

},1,......),...,,,{()( 12121 sltttttTtttS sllss == +
  . 

 

T h e o r e m  1 .  Let )( S  be the characteristic set of any homogeneous distributed system 

with parameters 2p , 2n , 2s , pc 2 , 0 . Then in the case 









c

p
s2  of the minimum 

total execution times of a set of homogeneous distributed competing processes in asynchronous and 
synchronous modes coincide (Fig. 4). 
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Fig. 4   Modes of execution of homogeneous distributed processes with 
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P r o o f .  Let 

j

sj

s tt


+ =
1

max max . Then for the asynchronous and first synchronous modes for any 

characteristic set of a homogeneous distributed system, including for any characteristic )( S  set 











c

p
s2  at we have: 

 

+








−+== s

s
о
s

о
аs t

c

n
TcsnpTcsnpT max1 1),,,,(),,,,(  .   (2) 

 
If the interaction of processes, processors and blocks is carried out in the second synchronous 

mode, then for any characteristic set   from the set at 









c

p
s2 , formula (1) applies to calculate 

the minimum total execution time of n  homogeneous processes on p  processors, taking into account 

the parameter 0 . 

Let us show that for any characteristic set )( S  equality holds 

+
−

=

=−+ s
jj

s

j

s tttt max1

2

}0,{max 
, this will prove the theorem. 

Since 

j

sj

s tt


+ =
1

max max , then for all numbers slj 1  the equality holds 0}0,{max 1

2

=−−

=

 
jj

l

j

tt

, and for sjl 1  we get that 

sljj

s

lj

tttt −=−−

+=

 }0,{max 1

1

. 

Hence, 
 

+
−

=

==−+=−+ s
lslsjj

s

j

s tttttttt max1

2

}0,{max 
. 

 
The theorem is proven. 
 
T h e o r e m  2. If the characteristic set of any homogeneous distributed system with parameters 

2p , 2n , 2s , pc 2  and system costs 0  does not belong to the subset )(S  , then in the 

case of unlimited parallelism the following relations hold: 
 

),,,,(),,,,(),,,,( 12  csnpTcsnpTcsnpT о
с

о
ас

о
с =  (Fig. 5).   (3) 

 
P r o o f .  Taking into account formulas (1) and (2), the conditions of Theorem (3) are equivalent to 

the inequality 0max}0,{max
1

1

2

−−+


−

=

 
j

sj
jj

s

j

s tttt . We will prove the latter by induction on the 

number of blocks of a software resource. 

When 2=s  the set of all admissible characteristic sets of a system of homogeneous distributed 

competing processes ),( 21
 tt=  will belong to the subset )(S . 

Let, further, inequality (3) be satisfied for ls = , i. e. 0max}0,{max
1

1

2

−−+


−

=

 
j
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jj

l

j

l tttt , let us 

show that it is valid for 1+= ls . 
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Fig. 4   Modes of execution of homogeneous distributed processes with 
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Let 
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1
11

max +
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= lj
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Here the second term is equal to zero, since 
ll tt +1 , and the first term is greater than zero, 

because otherwise )( S , which contradicts the conditions of the theorem. 

If the value 

j

lj
t

11
max

+
 is in the interval lj 1 , then we have: 

 

=−−+−+
+

+−

=

+  
j

lj
lljj

l

j

l tttttt
11

11

2

1 max}0,max{}0,{max  

}0,max{max}0,{max 1
11

1

2

1

+

+
−

=

+ −+−−++−=  llj
lj

jj

l

j

lll tttttttt . 

 

Here, 0max}0,{max
11

1

2

−−+
+

−

=

 
j

lj
jj

l

j

l tttt  by inductive hypothesis and due to the fact that 


j

lj
j

lj
tt

+
=

111
maxmax . 

We will show further that 0}0,max{ 11 −+− ++

llll tttt . 

When 
1+= ll tt  equal to zero, it is obvious. 

If 
1+ ll tt  we receive 0}0,max{ 1111 =−+−=−+− ++++


llllllll tttttttt . 

If 
1+ ll tt  we have 0}0,max{ 111 −=−+− +++


llllll tttttt . 

The theorem is proven. 
 
4. Conclusion 
The results obtained have numerous areas of application, in particular, they can be used in the 

design of system and application software aimed at multiprocessor distributed computing systems and 
complexes, as well as in solving problems of optimal use of computing resources. 
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